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Peer assessment, as a form of collaborative learning, can engage students in active learning and improve their
learning gains. However, current teaching platforms and programming environments provide little support
to integrate peer assessment for in-class programming exercises. We identified challenges in conducting
such exercises and adopting peer assessment through formative interviews with instructors of introductory
programming courses. To address these challenges, we introduce PuzzleMe, a tool to help Computer Science
instructors to conduct engaging in-class programming exercises. PuzzleMe leverages peer assessment to
support a collaboration model where students provide timely feedback on their peers’ work. We propose two
assessment techniques tailored to in-class programming exercises: live peer testing and live peer code review.
Live peer testing can improve students’ code robustness by allowing them to create and share lightweight
tests with peers. Live peer code review can improve code understanding by intelligently grouping students
to maximize meaningful code reviews. A two-week deployment study revealed that PuzzleMe encourages
students to write useful test cases, identify code problems, correct misunderstandings, and learn a diverse set
of problem-solving approaches from peers.
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1 INTRODUCTION
Collaborative learning actively engages students to work together to learn new concepts, solve
problems, and provide feedback [58]. Programming instructors often use various collaborative
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learning activities in teaching, such as group discussion, project-based work [41], pair program-
ming [48], code debugging [26], and peer assessment [59]. In particular, peer assessment through
reviewing and testing each other’s solutions can improve students’ motivation, engagement, and
learning gains [38, 39, 53, 59], while reducing the effort required for instructors to provide scalable
personalized feedback [39].
Despite the benefits of peer assessment, current programming and teaching environments

provide little support to conduct peer assessment for in-class programming exercises—small
scale programming exercises for students to practice during lectures or labs. As a result, peer
assessment is typically conducted asynchronously rather than in a live classroom setting [59]. Prior
research has made it easier for instructors to share and monitor code with multiple students in
real time [8, 28]. However, designing real-time systems to enable both student-student interactions
and student-instructor interactions in a live setting is still a challenge [10]. Moreover, students
often struggle to give each other high-quality feedback or even start a fruitful conversation without
proper moderation and effective grouping [7, 43]. In a needs analysis, we also found that it is
difficult for instructors to effectively break students up into groups with appropriate balances of
expertise in physical classroom situations. Further, because of the overall lack of expertise, peers
can find it difficult to assess whether a given piece of code would fail unknown edge cases even if
it generates the desired output for the test cases given by instructors.

In this paper, we present PuzzleMe, a web-based in-class programming exercise tool to address the
challenges of peer assessment. PuzzleMe consists of two mechanisms: live peer testing and live
peer code review. Live peer testing helps learners assess their code through moderated collection
of test cases from peers. Inspired by the notion of the “sweep” [46], live peer testing seeks essential
examples only for illustrating common and interesting behaviors rather than writing comprehensive
test suites. PuzzleMe automatically verifies valid test cases by referencing an instructor-provided
solution and shares valid test cases with the whole class. Live peer code review aims to provide
personalized feedback at scale. It does this by automatically placing students in groups where
they can discuss and review each other’s code. PuzzleMe introduces several features to encourage
meaningful code review, including a matching mechanism to balance student groups based on the
number of correct answers and the diversity of those answers. PuzzleMe also includes mechanisms
that allow instructors to create improvised in-class programming exercises, monitor students’
progress, and guide them through solutions. Our design is inspired by formative interviews where
we investigated the obstacles instructors face when conducting in-class programming exercises
and encouraging peer activities.
To validate PuzzleMe’s effectiveness, we deployed it to an introductory programming course

for two weeks and conducted several exploratory studies. Our results show that the peer testing
feature can motivate students to write more high-quality tests, help identify potential errors in their
code, and gain confidence in their solutions. Further, the peer code review feature can help students
correct misunderstandings of the course materials, understand alternative solutions, and improve
their coding style. We also report on the use of PuzzleMe in an online lecture1 and demonstrate
its potential to be used at scale in synchronous online education. We found that PuzzleMe is
perceived to be useful in a wide range of programming classes, reducing the stress of providing
near-immediate feedback, helping instructors to engage students, and providing opportunities to
explore different types of pedagogy.

The key contribution of this work is the design lessons learned from a series of mixed methods
studies, which add to the body of work on personalized feedback, peer assessment, and in-class
exercises. We believe these lessons can guide future interface design exploration in similar contexts

1During our deployment, this course migrated to a fully online setting due to the outbreak of COVID-19.
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(e.g., live workshops and programming education via live streaming [10]). PuzzleMe shows the
potential for increasing learning outcomes via in-class peer support without increasing teaching
costs. Specifically, our contribution includes:
(1) an articulation of the needs and challenges that instructors have when conducting in-class

exercises for introductory programming courses based on formative interviews with five
instructors,

(2) two techniques—live peer testing and live peer code review—that enable peer assessment
during in-class exercises, and

(3) PuzzleMe, a web-based system for instructors to carry out in-class programming exercises
with the support of live peer testing and live peer code review.

2 RELATEDWORK
Our work builds on three threads of research: (1) peer assessment as collaborative learning, (2)
real-time code sharing in educational settings, and (3) scaling feedback.

2.1 Peer Assessment as Collaborative Learning
Collaborative learning enhances the learning experience by involving multiple learners together in
collective pedagogical activities [58]. Peer assessment is a form of collaborative learning [36, 60]
where students critique and provide feedback to each other’s work. Previous work has shown
that peer assessment can reduce the time required for assessment activities while maintaining
quality. For instance, Kulkarni et al. have shown that the majority of students can evaluate their
peers’ work fairly [38] and that rapid peer feedback can be helpful for mastering open-ended
tasks [39]. However, students may find it difficult to construct high-quality feedback due to a lack
of expertise [7, 38, 66]. They often need prompting, structured guidance, proper moderating, and
effective grouping [7, 49, 66]. Prior work has also demonstrated the benefits of peer assessment
in programming education. Sitthiworachart et al. [57] found that peer feedback in programming
courses can be helpful for both the students providing help and those receiving it. Denny et al. [16]
demonstrated that by reviewing others’ code, students benefit from exposure to a wider diversity
of solutions. Denner et al. [15] studied the mechanisms of pairing students to encourage positive
influence. Hundhausen et al. [32] proposed a pedagogical code review that can promote positive
attitude and train students in critical review skills. Moreover, Dave et al. [12] found that by providing
“in-flow peer review”—peer review while a problem is in progress—reviewers and reviewees can
gain greater motivation.

2.1.1 Peer tests. Creating and sharing test cases is a popular form of peer review in programming
education. However, in prior work, the process of sharing test cases has had to be manually per-
formed by instructors. Smith et al. [59] incorporated peer testing into a lower-division programming
course. They found that peer testing improved students’ engagement and their self-efficacy as
software testers [59]. However, the timescale for these peer testing exercises is not appropriate for
in-class exercises; tests and reviews were submitted through web forms and distributed by email,
and the assignment schedule had to be modified (adding approximately five days) to include time
for students to submit and review peer tests.

Code Defenders [53] encourages software testing through gamification; students write test suites
that are assessed by running them against a series of variants of a working codebase produced
by others (a form of mutation testing). An evaluation of Code Defenders found that through
gamification, participants wrote better test suites. Like PuzzleMe, Code Defenders engages students
in the testing process by giving them real-time feedback on the tests they write. Code Defenders uses
a more formal evaluation framework than PuzzleMe. Further, Code Defenders relies on mutation
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testing in pairs, meaning that students are (1) not testing their own code (but instead are testing
variants of an existing codebase) and (2) the testing mechanism relies on splitting students into
groups where one student writes code variants and the other tests them. By contrast, PuzzleMe
does not rely on a pairing mechanism for peer testing and allows students to write tests for each
other’s code, which makes it appropriate for a much wider variety of in-class exercises.

2.1.2 Peer review of peer tests. The tests that students write can also be useful peer review artifacts.
Politz et al. [47] found that in-flow peer review can improve the quality of test suites and engage
students early and thoughtfully. However, writing and reviewing comprehensive test suites can
be burdensome for students, particularly those in lower-level programming courses [20]. Politz et
al. [46] further proposed the idea of “sweep”—to help students explore a programming problem
through interesting and representative examples. They found that sweep is very useful for students
in introductory Computer Science (CS) courses to write tests and engage in peer review. However,
Politz studied in-flow peer review of tests and the sweep mechanism outside of the classroom (e.g.,
for take-home assignments). The effect of providing rapid peer feedback in class remains largely
unknown. PuzzleMe builds upon previous work and enables scalable real-time feedback for in-class
coding exercises by allowing students to easily exchange test cases and perform code reviews.

2.2 Real-Time Code Sharing in Educational Settings
One challenge in supporting peer assessment for in-class programming exercises is sharing code in
real time between students and instructors, and among students. Thus, we reviewed prior work on
real-time code sharing in educational settings.

2.2.1 Real-time code sharing between students and instructors. Real-time code sharing is used for
teaching programming via live coding, where instructors broadcast their programming activities
in front of the classrooms or through recorded and live-streamed videos. To facilitate teaching
programming via live coding, Chen and Guo proposed Improv, an IDE extension that integrates
the presentation system directly in programming environments [8] where code edits in the IDEs
are synced with slide presentations in real time. Chen et al. studied the experience of learning
programming through live streaming [10]. They found that existing platforms do not adequately
support interactions between viewers and streamers, which leads to a low level of engagement
during the streaming sessions. Real-time code sharing between students and instructors also benefits
instructors to mentor students’ code and provide scalable help. For example, Codeopticon enables
instructors to monitor multiple students’ coding progress in real time [28]. In addition, real-time
code sharing can be potentially useful for providing remote assistance and personalized support
[9, 44].

2.2.2 Real-time code sharing among students. Real-time code sharing among students can increase
social translucence in online programming courses. For example, Cocode presents students with the
real-time code editor activities of others to improve social awareness [6]. Real-time code sharing
among students can help support collaborative work. The Codestrates system follows the structure
of a common notebook interface to allow block-like code representation for reprogrammable
applications [50]. It shares the code and the applications across multiple users and devices, making
it possible to support collaborative programming practices [4]. Relevantly, Codechella facilitates
help-seeking and peer tutoring through real-time code sharing and program visualization [29].
PuzzleMe builds on these works by designing a real-time interface to support the sharing of test
cases and code reviews.
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2.3 Scaling Live Feedback
Providing timely and personalized feedback is crucial to help students engage with and learn
from programming exercises [2, 61]. However, it can be prohibitively difficult, particularly in large
classes [56]. Prior work has explored different approaches for scaling feedback: clustering and
monitoring similar solutions to enable instructors to write feedback, and generating feedback
automatically by synthesizing students’ solutions.

2.3.1 Scaling instructors’ effort. In large university classes where many students interact with
a small number of instructors, giving high-quality feedback is challenging. Previous work has
explored different approaches to scale instructors’ effort. OverCode shows high-level patterns
to instructors by clustering students’ solutions, which helps them provide feedback at scale [24].
Similarly, MistakeBrowser and FixPropagator [30] help instructors scale feedback by using code
synthesis to propagate bug fixes from one student to the rest of the class. TeacherASSIST scales
instructor hints by crowdsourcing them from instructors in the learning platform [45]. While
these tools alleviate the instructor’s workload, it is difficult to apply these approaches in real-time,
in-class settings as they are still limited by the instructor’s bandwidth, particularly in classes with
many students. Intelligent Tutoring Systems (ITSs) have proven effective in improving students’
performance in programming learning [3]. However, building an effective ITS for a programming
curriculum can be complex—it requires expert knowledge [52] and the ratio of tutor construction
time to student interaction time can be as high as 100:1 [21]. PuzzleMe leverages peer assessment
to alleviate the instructor’s feedback load.

2.3.2 Synthesizing student solutions for feedback generation. Another approach to scaling feedback
is to leverage prior student activity. For instance, Rivers et al. [51, 52] use student activity data to
model the solution space and learning progress for programmers. This model was then used to
provide students with personalized feedback. Gulwani et al. [27] introduced a system that could
automatically repair incorrect programs based on correct solutions from students. They found
that students perceived the automatic repair function to be useful. However, these approaches are
difficult to use in real-time, in-class settings where the problems being given to learners are novel
and historical data has not yet accumulated.
A complementary approach to synthesizing feedback is through learnersourcing [35], which

engages students to leverage their learning efforts to create materials for future learners. For
instance, in the video-learning setting, Weir et al. [62] leveraged learners’ work to generate sub-
goal labels for videos, which reduced the cognitive load of future students. Researchers have
also shown that learnersourcing can be leveraged to scale feedback in math [63] and computer
architecture education [23]. By synthesizing the effort of previous students, learnersourcing systems
could assist students even when the lecturer is not available. Edwards et al. [18] introduced a similar
approach of allowing students to create questions and share those with others. These approaches
may not only lower the instructors’ workload but also allow students to practice the subject with
different types of feedback. PuzzleMe builds on this work of learnersourcing in a novel and task-
specific way by sourcing not just student explanations or solutions but also a collection of test
cases that are shared among students as learners explore the bounds of the problem.

3 IN-CLASS PROGRAMMING EXERCISE CHALLENGES
To better understand the current practices and challenges for conducting in-class programming
exercises, we conducted formative interviewswith instructors of introductory programming courses.
We chose to focus on introductory programming courses because (1) they typically have larger
enrollments, (2) students in introductory courses often need more support, and (3) large knowledge
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Table 1. Instructors’ course demographics in formative interviews.

PID Size Name Language(s)

S1 260 Intro. to Prog. I (G) Python
S2 250 Intro. to Engr. (U) MATLAB

S2,S3 300 Intro. to Prog. II (U) Python
S4 260 Intro. to UI Prog. (G) HTML,CSS,JS
S5 260 Intro. to Prog. I (U) Python

gaps between students are more likely, making it difficult for instructors to accommodate all
students’ needs.

3.1 Method
We recruited five instructors from different introductory programming courses at the authors’
university. Table 1 presents an overview of the courses that the five interviewees taught. They
include three undergraduate- and two graduate-level courses across three departments, with the
same session time (80 minutes, twice per week). Each interview lasted 30 minutes. We asked
instructors to recall the most recent introductory programming courses they had taught and
explain what types of in-class exercises they conducted and what processes and tools were involved
to facilitate the exercises. In addition, instructors were encouraged to tell us about any challenges
they had encountered with conducting in-class programming exercises. Two authors separately
conducted iterative coding to identify reoccurring themes using inductive analysis. We then merged
similar codes to infer important findings. During the process, the codes of common practices for
conducting in-class exercises, such as the types of exercises and tools, were merged smoothly.
However, those of challenges in conducting programming exercises were rather difficult because of
the authors’ different perspectives (e.g., process vs. roles involved). By dividing the in-class exercise
activity into different stages and identifying the major roles of each party, the authors discussed
and finalized the codes.

3.2 Findings
3.2.1 In-class exercises are common. On average, interviewees spent a third of the lecture time on
programming exercises. Interviewees often conducted two types of in-class exercises: multiple-
choice questions (where students respond using audience response systems such as i-clickers) and
programming exercises (where students write code on their laptops). In some cases, students needed
to download starter code from code collaboration applications [25, 65]. None of the interviewees
mentioned using assessment tools to collect and validate students’ solutions. Instead, they often
provided an example of an acceptable solution (e.g., on a projector) and asked students to self-check
their code. All interviewees mentioned asking students to discuss with their peers or providing
personalized help during office hours.

3.2.2 Impromptu exercises are valuable. To conduct effective exercises, instructors get feedback
from students on what they understand and then improvise exercises based on that feedback. Some
instructors would live code in class and call on students to verbally describe what code they should
write (S2, S5). They encountered cases of “a lot of people making similar misconceptions that I did
not expect” (S1), so they would often choose to let students vocally explain them to the rest of
the class (S1, S4). Although vocal feedback has a low overhead cost, interviewees were concerned
that “you always get the same people participating” (S4). S1 wished to leave more lecture time

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 415. Publication date: October 2021.



PuzzleMe: Leveraging Peer Assessment for In-Class Programming Exercises 415:7

for students to “share their thoughts”, or “learn from the person sitting 20 feet away.” Additionally,
vocal communication is often not accessible (e.g., hard to hear) for students and is not archived for
students to revisit.

3.2.3 Hard to scale support for exercises. When conducting the exercises, all interviewees reported
that they would walk around the classroom to observe students’ progress (S1–S5), provide help
(S1–S5), “get teaching feedback” by asking students “what’s hard about this” (S1), or “hearing about
low level problems that we might not have thought about” (S4). Four interviewees emphasized the
physical challenge of navigating the classroom and interacting with students sitting in hard-to-
reach spots: “there are 130 people, you’re going to run into backpacks, walking between different
chairs. It’s not the best way of walking around” (S4). Moreover, because exercises were often short,
instructors did not have time to gauge students’ mistakes and adapt their teaching later on: “I want
to get a sense for how everyone is reacting so I can decide what I’m going to talk about next” (S1).

3.2.4 Difficulty in connecting students with each other. All interviewees encouraged students to
talk to each other while performing exercises: “I don’t care if they get the answer right. As long
as you have the discussion you learn from it” (S4). Four interviewees applied peer instruction [14]
to multiple-choice questions in their lectures (S1, S2, S3, S5) and found it encourages students
to monitor themselves in learning and build connections with each other. However, instructors
reported a lack of intrinsic motivation for students to interact with their peers (S1–3). Instructors
reported ineffective grouping as an important reason. Due to the physical distance between students
in classrooms, instructors often pair students with their neighbors. Pairs are matched without
regard to their diverse backgrounds, solutions, and levels of knowledge, which does not ensure
that students in a pair would have meaningful conversations with each other (S3, S5). In addition,
instructors mentioned the social hurdle for nudging peer interactions. Students would feel hesitant
to engage with others socially without proper prompting. This corresponds to prior work on
structuring roles and activities for peer learners to increase student engagement and process
effectiveness [37, 55]. Instructors also reported that students would feel less comfortable asking for
help from peers than instructors (S3, S4).

3.3 Summary of Design Goals
Driven by the findings, we formed three design goals for tools that scale support for in-class
programming exercises:

• Improvising in-class exercises and synchronous code sharing (3.2.1, 3.2.2): Instructors
need a synchronous code-sharing platform for improvising in-class exercises. Tools should
support various teaching needs, including creating and sharing exercises, verifying students’
solutions, monitoring students’ progress and activities, and walking through answers.

• Scale student support (3.2.3): Students need to get timely and on-demand support during
in-class programming exercises.

• Encourage live peer interaction (3.2.4): Tools should encourage students to interact with
their peers in real time to engage them and motivate active learning.

4 PUZZLEME DESIGN
We designed PuzzleMe as a platform to improve in-class programming exercises for instructors
and students. PuzzleMe allows instructors to easily create and share exercises, monitor students’
progress, improvise exercises as needed, and demonstrate correct solutions through live coding.
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Fig. 1. PuzzleMe is a peer-driven live programming exercise tool. The student view shows: (A) a problem
description; (B) an informal test that consists of the given conditions (see B1) and the assertion statement
(see B2); (C) a code editor where students can work on their solutions; (D) a test library that contains valid
tests shared by instructors and other students; (E) the output message of the current solution; (F) access
to the instructor’s live coding window; (G) access to peer code review; (H) a leaderboard of the number of
problems that students have finished; and (I) the number of students who have finished the current problem.

On the student side, PuzzleMe supports live peer testing and live peer code review to scale support
and encourage peer interaction.

4.1 In-Class Programming Exercises
PuzzleMe supports the types of exercises that instructors described in our interviews: programming
exercises2, multiple-choice questions, and free-response questions. For a programming exercise,
an instructor can provide a problem description (Fig.1.A) and starter code (Fig.1.C) for students
to build on. The editor includes a read-only code area with instructor-specified input variables
(Fig.1.B1) and assertions to evaluate program output (Fig.1.B2). Fig.1.E shows the code output and
error messages.
PuzzleMe also supports creating impromptu exercises in response to students’ feedback and

performance. Instructors can import exercises they prepared in advance or improvise and modify
exercises during class. As soon as the instructor modifies existing exercises or creates a new exercise,
their modifications are propagated to students. PuzzleMe propagates character-by-character edits,
as we found in pilot tests that these more frequent updates kept students engaged if they had to
wait as instructors wrote the exercise.

4.1.1 Live coding for answer walkthrough. Prior work has found that students prefer when instruc-
tors write out solutions in front of the class—known as “live coding” [54]. Live coding also allows
instructors to teach through experimentation (for example, by demonstrating potential pitfalls as
2PuzzleMe currently supports Python but could easily be extended to other programming languages.
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A

B

C

Fig. 2. The live code view and the peer code review view. (A) Instructor can enable live coding mode to
demonstrate coding in real-time, and use the built-in sketching feature to assist their demonstration; (B) Live
peer code review allows students to check other group members’ solutions and provide reviews in a chat
widget (as shown in C).

they go along), narrate their thoughts, and engage students by asking questions [54]. PuzzleMe
enables live coding and propagates instructor’s code changes to students (Fig.2), which allows
students to easily copy and experiment with the instructor’s code. PuzzleMe also enables free-form
sketches and annotations to allow instructors to draw explanatory diagrams to augment their code.

4.1.2 Monitoring class progress. To monitor students’ progress, similar to Codeopticon [28], Puz-
zleMe allows instructors to examine an individual student’s response in real time. In addition,
PuzzleMe presents an anonymous leaderboard (Fig.1.H) based on exercise completion time. Puz-
zleMe also displays how many students have written working solutions, to give a sense of progress
relative to their peers (Fig.1.I).

4.2 Live Peer Testing
To give students timely feedback during in-class programming exercises, we designed live peer
testing—a practice of writing and sharing lightweight tests in real time—in PuzzleMe.

4.2.1 Conceptual model of testing. One of the challenges of enabling live peer testing in introduc-
tory programming courses is that many testing frameworks require advanced knowledge [20]. For
example, Python’s unittestmodule requires an understanding of classes, inheritance, user-defined
functions and more. By contrast, students in introductory courses often do not learn how to define
functions or intermediate control flow mechanics until several weeks into the course. Students in
introductory courses benefit more from identifying interesting and representative examples rather
than constructing comprehensive test suites [46]. We thus designed a model for live peer testing
that would be flexible enough to test any number of configurations while still being conceptually
simple enough for students in introductory classes. In our model, the code editor is split into three
parts: 1) setup code that specifies pre-conditions, 2) the student’s code, and 3) assertion code that
tests whether the student’s code produces the correct output given the pre-conditions. The setup
(Fig.1.B1) and assertion code (Fig.1.B2) are “paired”, independent of the student’s code (Fig.1.C).
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This can be visualized as a “flipbook” that flips through pairs of pre-conditions and expected
post-conditions.

4.2.2 Creating test cases. Students can create a new test case by clicking the “+ Test” button
(Fig.1.D) and editing the setup code and assertion code. Instructors can specify whether tests are
disabled, enabled, or enabled and mandatory. In addition, instructors can choose to require that
students write a valid test case before they can start writing their solution, which can be useful for
adapting different types of pedagogy like test-driven learning [33].

4.2.3 Verifying and sharing test cases. To help guide students to create effective test cases (and
avoid sharing invalid test cases), PuzzleMe includes mechanisms for verifying test cases. For this
to work, instructors write a reference solution that is hidden from students. To be considered
acceptable, a student test must pass the reference solution (to prove that it is valid) and fail an
empty solution (to prove that it is non-trivial, such as empty tests).

PuzzleMe notifies students of their test case status and students can always update and resubmit
their unverified test cases. PuzzleMe shares verified test cases with all students as a test library
(Fig.1.D). When students execute their code (pressing the ‘Run’ button), PuzzleMe uses all the cases
in the library to examine their answers.

4.3 Live Peer Code Review
Live peer testing provides feedback on students’ test cases and creates a test library to help them
write more robust code. However, passing test cases does not ensure high-quality code. Valid
solutions may contain unnecessary steps or bad coding practices. This might not affect the output
of the program but may harm students’ long-term coding ability [22, 42]. Thus, it is important
for students to get feedback on both the correctness and the quality of their solutions. Prior work
suggests that providing comparisons can help novice learners better construct feedback [7, 49].
PuzzleMe supports live peer code review, a feature that allows students to see and discuss each
other’s code. As Fig.2 shows, students can check other group members’ solutions and provide
reviews in a chat widget.

We originally designed the discussion widget (Fig. 2) as a “peer help” tool where students could
press a “help” button to request assistance from another student. However, in pilot testing, we found
that struggling students were hesitant to ask for help, even when they could do so anonymously.
By framing this discussion as peer code review rather than peer help, however, PuzzleMe removes
students’ stigma around asking for help while still enabling valuable discussions between students.

4.3.1 Matching learners. By forming students into groups after working individually on the prob-
lem, our goal is to encourage meaningful conversations around everyone’s solutions—for students
who have incorrect solutions to clarify misconceptions and for students who have correct solutions
to learn from others who use a different approach to solve the problem. Therefore, matching
learners effectively is crucial for encouraging meaningful discussions among group members. Based
on instructors’ needs in the formative study to leverage peer help and match peers with diverse
solutions so that they could learn from each other, we propose two heuristics for matching learners.
First, students who have incorrect solutions should be paired with at least one student who has a
correct solution. Second, if a group has multiple students who have correct solutions, they should
have different approaches to or implementations of the problem. We determine group sizes by the
proportion of students with incorrect solutions so that students who have incorrect solutions are
paired with at least one student who has a correct solution. Next, we calculate the Cyclomatic
Complexity Number (CCN) of the correct solutions as a proxy measure for approach. We then
allocate the correct solutions by as many different approaches as possible. In addition, students may
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feel hesitant to start conversations because of social barriers or feel stressed when their solutions
are put together with others [19]. To address this issue, PuzzleMe keeps students anonymous [43]
when sharing their solutions and reviews.

4.4 Implementation
We implemented PuzzleMe as a web application. We used ShareDB [17], a library that uses Op-
erational Transformations (OTs) to keep instructors’ and students’ data updated in real time. To
ensure that it can scale to large numbers of students, PuzzleMe executes all code client-side, using
Skulpt [1], a library that transpiles Python code to JavaScript. We have published our source code3
for researchers to evaluate and build on.

5 EVALUATION
In total, we conducted three studies to evaluate the effectiveness of PuzzleMe for scaling support
(Studies 1 and 2) and its general applicability (Study 3). To evaluate its effectiveness, we deployed
PuzzleMe in an introductory programming class for two weeks. For the first week, we compared
students’ performance with and without the support of PuzzleMe in four lab sessions. For the
second week, we collected and analyzed the PuzzleMe usage data for an online lecture. We then
conducted an interview study with teaching staff from other programming classes to understand
the broader applicability of PuzzleMe.

5.1 Course Background (Studies 1 and 2)
The introductory programming course consisted of a weekly lecture and two weekly lab sessions
where students were assigned to one of nine smaller lab sections for hands-on practice of coding.
There were 186 undergraduate students enrolled in the class, one full-time instructor (Professor)
and five Graduate Student Instructors (GSIs). Most students did not have prior experience in
programming. Each GSI individually led one or two lab sections with 10–30 students. The class
format changed to online with optional participation in lectures and lab sessions during the second
week of the deployment.

5.2 Study 1: Using PuzzleMe in Face-to-Face Lab Sessions
To gain a holistic understanding of how PuzzleMe can be used to improve students’ learning
experience in in-class programming exercises, we conducted a user evaluation in four lab sections
during the first week of the deployment. In particular, we aimed to answer the following questions:
Q1 Compared to conventional methods, would live peer testing encourage students to write

higher quality test cases? Are test cases shared by peers helpful for students to assess their
code?

Q2 Compared to conventional methods, how would live peer code review affect students’ willing-
ness to seek feedback from others? Would live peer code review yield more meaningful and
constructive feedback?

We chose self-assessment and face-to-face discussion as a representation of conventional methods
because they were widely applied by instructors in our formative studies.

5.2.1 Study setup. The GSIs gave students a set of problems to work on based on the material
they were learning at the time. We used one of the programming exercises to evaluate live peer
testing (noted as E1 for answering Q1) and another programming exercise to evaluate live peer
code review (noted as E2 to answer Q2). For E1, the GSIs gave students 8–10 minutes to work

3https://github.com/soney/puzzlemi
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Table 2. The four lab sections were randomly assigned into the treatment condition or the control condition.

Session ID Condition GSI Total Students

T1 Treatment I1 16
T2 Treatment I2 16
C1 Control I2 12
C2 Control I1 19

individually and encouraged them to create additional test cases. For E2, the GSIs gave students
around 5 minutes to work on the solution individually before placing them into groups. They then
gave another 5 minutes to discuss with peers and continue working on their solutions. We used a
between-subjects design where the four lab sections were randomly assigned to use PuzzleMe with
or without the live features.

(Treatment) Using PuzzleMe with the Live Features: For E1, students were encouraged to
write, verify, and share test cases using PuzzleMe, and use others’ test cases to assess their code.
For E2, PuzzleMe assigned students into groups to perform live peer code review after working
individually on the problem.

(Control) Using PuzzleMe without the Live Features: Both live features in PuzzleMe were
disabled in this case. Instead, students were encouraged to write test cases in their standard code
editor for E1. For E2, students were asked to show their computer screens to people sitting next to
them and discuss each other’s solutions after working individually.

5.2.2 Data collection. We gathered the usage log of PuzzleMe (which tracks and timestamps every
student submission attempt), the test cases students created in live peer testing, and the feedback
students sent one another through live peer code review. In addition, we engaged in a follow-
up interview with two GSIs and six students, where we asked about their learning or teaching
experience of the lab sections and how they perceived the usefulness of PuzzleMe. Finally, we
made observational notes during the lab sessions, where two of the authors sat at the back of each
lab session and collected data on students’ participation in the class, overall performance on the
programming exercises, and usability issues with PuzzleMe.

5.2.3 PuzzleMe encourages students to create and share test cases. Table 3 shows that with the
live features, students wrote 0.72 test cases on average (𝜎 = 0.73). Otherwise, students wrote 0.26
test cases on average (𝜎 = 0.44). In both conditions, students wrote less than one test case on
average. We believe this reflects realistic use of the tool with novice programmers in an in-class
setting where students were given less time and were less motivated to engage in the exercises as
compared to writing test cases as an assignment. To evaluate test quality, two authors manually
coded student-written test cases into three levels (Figure 3), assigning a 0 if the test case was
invalid or duplicated the default case, a 1 if the test case only performed additional checks on the
output without changing the given conditions, or a 2 if the test case checked assertions under new
conditions. We found that the average quality of the test cases in the treatment condition was 0.96
(𝜎 = 0.71). The average quality of the test cases in the control condition was 0.63 (𝜎 = 0.74). We did
not find any incorrect tests that slipped through the validation procedure. We also found that 37.5%
of students improved the code quality after the group discussion in the treatment condition, while
only 12.9% improved the code in the control condition.
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Table 3. The number and quality of test cases students wrote in E1 (mean: 𝑥 , standard deviation: 𝜎). The
number of students who improved code (calculated by completion status) after group discussions in E2 (total:
N). Our comparison suggests that the number of test cases is significantly different in the two conditions
(p = 0.002, Mann-Whitney U test with power = 0.98); the number of students who improved code is also
significantly different in the two conditions (p = 0.02, proportions z-test given the binary data type).

E1 Writing Test Condition 𝑥 𝜎

Number of Test Cases* Treatment 0.72 0.73
Control 0.26 0.44

Test Quality Treatment 0.96 0.71
Control 0.63 0.74

E2 Code Discussion Condition N Total

Number of Students Who Improved Code* Treatment 12 32
Control 4 31

Our comparison suggests that the number of test cases (p = 0.002, Mann-Whitney U test with
power = 0.98) is significantly different in the two conditions. We do not find significant differences
between the test quality in the two conditions (p = 0.13, Mann-Whitney U test with power = 0.353).
In the follow-up interviews, the students and instructors explained why they felt the live peer

testing feature was useful. Live peer testing gives students feedback on their test cases, ensuring
the quality of the shared test pool because PuzzleMe verifies the test cases against a known correct
solution before sharing across the student body. In contrast, students in the control condition were
hesitant to write new tests because they “don’t know if my code is being tested correctly” (C2). Second,
the participants felt that writing tests improved their understanding of the learning materials overall.
Students commented that the “writing test was helpful to practice the new coding skill learned from
class readings” (T2). Similarly, I2 mentioned that “I think [writing tests] might be helpful for students
to think about what they should expect from their program”. Lastly, both students and instructors

Score: 0

Score: 1

Score: 2

Fig. 3. An example of three different levels of test cases for one exercise (Problem description: alphabetically
sort the given array, names, and assign the output to a variable named, names_sorted). Test cases were
manually coded into three levels: 0 if the test case was wrong, meaningless, or duplicated the default case; 1 if
the test case did not create new examples of names but added additional checks on the output names_sorted;
2 if the test case contained new examples of names and names_sorted.

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 415. Publication date: October 2021.



415:14 April Yi Wang et al.

reported that the live peer testing feature helped the former gain confidence in their solutions,
and both instructors indicated that PuzzleMe might help identify problems in students’ solutions.
Moreover, the instructors reported that the live peer testing feature reduced their teaching stress
as students gained confidence:

(PuzzleMe) takes off some stress fromme to check students’ code. A lot of times students
don’t have a lot of questions, but they want me to check their code and make sure their
code is correct. Students always have more faith in other students than themselves. If
they pass their own assertion, they will still be unsure. If they pass others’ assertions,
they will be definitely more sure. (I2)

5.2.4 PuzzleMe scaffolds group discussions. We observed that the face-to-face group discussions
were largely affected by the layout of the classroom in the control condition—“(Face-to-face dis-
cussion) depends on the physical setting and how many people are sitting. One of my lab session[s] is
smaller while the other session is more spread out” (I2). In addition, some students found it difficult
to have meaningful conversations with their neighbors in the classroom setting. One student men-
tioned in the follow-up interview, “Sometimes, neither of us know the solution. It’s a little awkward”
(a student from C2). Instructors reported that the matching mechanism overcomes the physical
limitation of face-to-face discussion:

Inmy class, students who sit in the front always finish their code, so talking to neighbors
didn’t really work. I like the matching in PuzzleMe because it can really pair students
based on their solutions. (I2)

5.2.5 PuzzleMe encourages students to explore alternative solutions. PuzzleMe encourages students
to explore and discuss alternative solutions, which may help them better apply the concepts they
learned. For example, one session covered sorting and advanced functions. Students could solve
a problem by either passing a lambda expression or a traditional named function to the sorted
function. Students found it useful to see others’ solutions and understand both ways to solve the
problem—“PuzzleMe is very helpful especially my classmates ask questions that I didn’t think to ask”
(a student from T1); “Live peer code review is good because we get to see the other ways people do
their code.” (a student from T2).
In addition, the results suggest that the live peer code review feature helps students improve

their completion status. As shown in Table 3, the number of students who improved code (p = 0.02,
proportions z-test given the binary data type) after group discussions in E2 significantly improved
with the live peer code review feature. However, we suspect that multiple factors may lead to
an improvement in completion status. For example, students may directly copy and paste peers’
solutions without thinking, which is not our intention when designing live peer code review. To
understand how the live peer code review feature helps students complete the code exercise, we
continued with Study 2 to collect the PuzzleMe usage logs from an online lecture.

5.2.6 Limitation. Although we designed the experiment to balance the multiple confounds (e.g.,
instructors, room size, as shown in Table 2), it is difficult for us to conduct a rigorous comparison
between the two conditions given that we deployed PuzzleMe in an authentic usage scenario.
Factors like total students who showed up to each session were hard to control and may reduce the
external validity of the results. Thus, we focused on empirical evidence of how PuzzleMe can be
used to conduct in-class programming exercises. A well-controlled exhaustive study—including use
of the application during a complete course and evaluation of the students’ grades or the instructors’
perceived workload—will be needed to explore the pedagogical benefits of PuzzleMe.
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Fig. 4. Usage logs from the online lecture. With the help of peers, 10 students who had incorrect solutions
were able to pass the problem (as indicated in green horizontal lines). Live peer code review helps students
identify cavities in their code and inspires them to explore alternative approaches.

5.3 Study 2: Integrating PuzzleMe in an Online Lecture
Study 1 indicates that the live peer code review feature is related to the improvement of code
completion. To further explore whether students were using the tool as we expected, we collected
and analyzed the PuzzleMe usage data for a lecture. By the time of the deployment, the class
was changed to an online format where students attended lectures synchronously using video
conferencing tools. This allows us to additionally test the benefits of using PuzzleMe in online
classrooms.

5.3.1 Study setup. During the live-streamed lecture, the instructor gave students an in-class
programming exercise through PuzzleMe to practice the concepts they learned about that week
(higher order functions—map, filter, and list comprehensions). There were multiple ways to solve
the problem and students were encouraged to explore and find the most concise solution. After
initial exploration for about five minutes, the instructor turned on live peer code review mode and
asked students to discuss with their peers. We collected and analyzed the events log from the usage
data. In total, we collected data from N=48 students who participated in the programming exercise.

5.3.2 Results overview . Figure 4 shows the event logs where each row represents a student and
the x-axis represents the timeline. We sorted students based on the first time they passed the default
test. On average, each student had 13.75 attempts with incorrect solutions (meaning they ran their
code and failed at least one test case) and 2.63 attempts with correct solutions.
PuzzleMe connected students who were struggling with the problem with their peers for help.

Before the live peer code review started, 17 students passed the problem. After the peer code review
activity, an additional 10 students were able to pass the problem. Finally, 6 students passed the
problem after the instructor revealed the correct solutions, and the remaining 15 students did not
finish the problem within the given time (1000 seconds). We observed an additional 8 students
passing the problem after the given time.

5.3.3 Code review is correlated to better completion status. For students who were not able to
complete the problem before peer code review, we ran a proportions z-test to identify whether
there is a correlation between using the code review feature (as indicated by blue and orange dots in
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Solution A

Solution B

Solution C

Fig. 5. Three example solutions that pass the default test. Solution A is a false positive because students did
not use the function arguments correctly. Solution B is the most elegant way to solve the problem. Solution C
is correct but does not demonstrate an understanding of advanced list operations.

Figure 4) and solving the problem. The result shows that there is a strong correlation between using
the code review feature and eventually solving the problem (p = 0.02). We examined the editing
histories of the code and did not observe students directly copying and pasting others’ solutions.
Our interpretation is that students are self-motivated to work out their own solutions rather than
having a correct solution since the programming exercise is voluntary and not associated with
grades. This corresponds to the observation that students who failed to improve the code were
inspired by their peers’ code while continuing to work on their original solutions.

5.3.4 Who initiates the talk? Conversations need nudging. Although students reported in Study
1 that they felt more comfortable talking to peers in PuzzleMe, we observed that there was no
discussion going on in 8 of the 16 groups. Most members in the 8 groups “shied away” from
talking to peers, though they still actively engaged with the tool to check their peers’ code or
make code execution requests. In half of the other groups, students who already had the correct
solutions (in the helper role) initiated the conversation; in the other half, students who sought help
initiated the conversation. This result corresponds with the general challenge of nudging peer-
driven conversations in formative study. Next, we looked into the content of the conversations and
found that the common topics included making comparisons between various solutions, providing
suggestions on variable naming and formatting, seeking help on debugging, and clarifying the
lecture content. In addition, we examined the group discussions and did not find any propagation
of misconceptions through peer code review.

5.3.5 Code sharing improves engagement. Lastly, we observed that students who used the live peer
code review feature tended to stay engaged with the exercise. For students who passed the default
test, PuzzleMe inspired them to explore alternative approaches and think about issues in their code
that they might have missed. We manually examined students’ code and found some solutions
contained a similar bug that the default test case did not catch (as shown in Figure 5, Solution
A). This bug was caused by students’ misunderstanding of a critical concept in previous lecture
sessions—using default values for function arguments. Among the 17 students who initially passed
the problem, 8 students made this mistake. Through talking to peers and checking their code, three
students were able to identify the bug in their original code. In addition, several students passed the
problem with correct yet naive solutions (as Figure 5, Solution C shows). PuzzleMe informed these
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students of the existence of other solutions and encouraged them to explore them further. In total,
we found 13 students who had additional attempts after they passed the problem the first time.

5.4 Study 3: The Practical Applicability of PuzzleMe
To explore the practical applicability of PuzzleMe, we conducted an exploratory study with four
programming course instructors from the authors’ university. Participants had varied experience
teaching a wide range of programming topics in both in-class and online settings (as Table 4 shows).
We first gave participants a walkthrough of PuzzleMe and asked them to interact with the features.
Then we asked them to brainstorm the possible use cases of PuzzleMe in their courses. We also
encouraged participants to envision other features they would like to have in a future design.

5.4.1 The use case of PuzzleMe in various programming topics . Table 5 summarizes the use cases
for PuzzleMe. For live peer testing, most of the use cases (6/7) relate to specific topics (e.g., User
Interface (UI) testing), and the rest (peer challenge) are class activities that can increase students’
engagement (P3). The six specific topics are categorized as the functionality of a system (e.g.,
security testing, UI testing, data visualization), different modalities (e.g., in-circuit testing, design
feedback), and more generic topics (e.g., algorithm design).

In particular, P1 listed a series of topics in computer security that could use the live peer testing
feature, including fuzz testing, side channel attacks, and cross-site scripting attacks. Analogous
to the test-driven learning approach [34], P1 envisioned that the live peer testing feature could
help students learn programming concepts by writing test cases to “break the instructors’ program”
(with respect to data security), as prior work has proposed [59]. Instructors (P1, P2) also suggested
peer design feedback in which students can benefit from diverse responses from their peers.
More than half of the use cases (3/5) for the live peer code review feature related to team

collaboration (e.g., guided peer support, working in groups, group competition), and the other two
related to team matching. P1 suggested that rather than showing each other’s code immediately,
which may cause students to “lose the motivation to work on your own implementation”, a future
design of PuzzleMe could allow one student to guide others to complete the problem first, and
then unlock each other’s code for further review. P3 mentioned that using a leaderboard among
individuals or groups would motivate students to be more engaged with the exercise.

Participants also envisioned a set of use cases for other subjects. P2 mentioned that students in
graphical design or creative writing courses could get peer support and feedback on their artifacts
without solely relying on and waiting for their instructors’ feedback. P3 suggested that PuzzleMe
could be used for coding interviews (e.g., “it’s kind of similar to hackerrank (a coding interview site)”),
where one student plays the role of the interviewee to write the program and the other students
are interviewers writing test cases to challenge their peer.

Table 4. Participants’ background in Study 3.

PID Course Name Course Size

P1 Intro to Computer Security 300
P1,P2 Intro to UI Development 150
P2 Intelligent Interactive System 50
P3 Applied Data Science (Online) 145
P4 Natural Language Processing 100
P4 Data Mining 80

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 415. Publication date: October 2021.



415:18 April Yi Wang et al.

Table 5. Use cases of two PuzzleMe features—live peer testing and live peer code review—in various program-
ming topics.

Live Peer Testing

Computer security-related testing: Test the security level of others’ programs (e.g., login systems).
UI testing: Navigate each other’s UI (e.g., the responsiveness effect).
Data visualization: Interact with each other’s viz. systems (e.g., missing value, different input data).
Algorithm: Test edge cases for others’ algorithms (e.g., regular expression to extract domain from a URL).
In-circuit testing: Test each other’s circuits (e.g., virtual probe for breadboard testing).
Physical and digital artifact design feedback: Write feedback on each other’s designs.
Peer challenge: One student writes a program, the other writes tests to challenge (break) it.
Live Peer Code Review
Working in a group: Students can work in groups to solve problems.
Roleplay: Students can choose to be a helper or a help seeker based on their interests.
Guided support: Students can provide hints to other students in their group.
Different matching mechanism: Match students by their process (similar/different), or engagement level.
Group competition: Students are divided into groups and compete with other groups.

5.4.2 PuzzleMe lowers the effort for setting up in-class exercises. Besides use cases, participants also
pointed out the potential benefits of using PuzzleMe for lowering the effort involved in setting up
in-class exercises. For example, in a UI development class, students can take a UI front-end-related
exercise on PuzzleMe without the effort of configuring the environment (P3). Similarly, for exercises
that require external resources (e.g., libraries, data sets), PuzzleMe could provide a resource hub to
which the students can easily connect (P4). More generally, PuzzleMe could support instructors to
create new exercises by modifying the previous ones, making it easier for students to practice on
the same topic iteratively (P1, P4).

6 DISCUSSION
Our evaluation studies demonstrate that the design of PuzzleMe allows instructors to improvise
in-class programming exercises, while effectively leveraging peer feedback through live peer testing
and live peer code review. In particular, PuzzleMe motivates students to write more test cases,
identify gaps in their code, and explore alternative solutions—all important pedagogical goals
of an introductory programming course. We reflect on the design of PuzzleMe and discuss the
implications for future Human-Computer Interaction (HCI) and Computer-Supported Cooperative
Work (CSCW) research.

6.1 Design Lessons
6.1.1 The benefits of learnersourced test creation. Learnersourced test case creation benefitsmultiple
stakeholders. Although individual students’ test case coverage might not be as thorough as those
written by instructors, they save time and effort and enable improvised programming exercises.
More importantly, the process of creating test cases helps learners verify their understanding of
the problem and of test-driven development while simultaneously contributing to a larger pool of
verification instruments to be used by the whole class. Writing tests also helps learners practice
the ability to predict the outcomes of a given input by manually walking through their code (either
in their mind or by writing intermediate results on paper), a critical strategy for scaffolding novice
programmers [64]. Finally, the test cases themselves provide additional diagnostic material that
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might be used by instructors post-hoc, allowing them to reflect on the misconceptions students
formed and aiding in the design of future learning activities.

6.1.2 The social and cultural value of building collaborative learning platforms. The live peer testing
and live peer code review features in PuzzleMe scaffold peer interactions in programming classes.
We observed that students used topics related to their interests when creating test cases (e.g., in
the name-sorting exercise, students created test cases using names that are popular nationally,
regionally, and culturally), which shed light on the unique social and cultural aspects of students’
backgrounds [13]. We believe that the opportunity to create test cases related to their interests adds
additional motivation for students to engage in the test creation process. In addition, our evaluation
indicates that through sharing tests and discussing code with peers, students feel more engaged
and connected with the class. Particularly in online classrooms, students would largely benefit
from a stronger degree of social presence [40] by interacting with their peers in various learning
activities. Designers of future collaborative learning platforms may learn from our design and
leverage synchronous technologies to build social and structured activities [7, 10, 43] in platforms
that connect students.

6.1.3 The challenges of connecting students. We designed PuzzleMe as a platform for easily creating
and distributing programming exercises while engaging students through live peer testing and live
peer code review. As we found when designing PuzzleMe, students might feel shy or hesitant to
talk to each other, especially in situations that might expose their lack of understanding of the
material to their peers, such as asking for help. We proposed various design decisions to create an
encouraging collaborative space, such as providing real-time feedback on test cases so that students
are comfortable sharing them with others, keeping students anonymous when sharing code and
reviews, and allowing instructors to monitor and intervene in group conversations. However, our
evaluation suggests that prompting conversations between students is still challenging. Compared
to live peer code review, students might feel more comfortable with non-conversational interaction
with peers (e.g., sharing and using test cases created by others). Future research could look into the
reasons that students fail to connect with their peers and address the challenge from both social
and technical perspectives. For example, it is worth exploring the effect of the pairing mechanism
on students’ self-efficacy and power dynamics in group discussions.

6.2 Future Work

6.2.1 Towards test-driven learning. As participants in Study 3 mentioned, PuzzleMe can be useful
in supporting test-driven learning, a pedagogical approach that can improve comprehension of
concepts but requires extra learning effort in creating test cases, particularly in early programming
courses [34]. PuzzleMe can help address these challenges by reducing the barriers and learning
costs for students to write test cases. PuzzleMe introduces a straightforward design that maps the
given variables, solution code, and assertion statement in a linear order so that even students who
have no experience in testing frameworks can easily pick up how to create tests. PuzzleMe ensures
that students can get immediate feedback on the test by running it against the instructor’s standard
solution. This mechanism increases students’ confidence in their test cases, and thus the problem
formulation, before even starting to write a solution. Finally, peer-driven test creation provides
the opportunity for HCI and CSCW researchers to further explore different implementations of

Proc. ACM Hum.-Comput. Interact., Vol. 5, No. CSCW2, Article 415. Publication date: October 2021.



415:20 April Yi Wang et al.

test-driven learning. For example, the instructor can provide a solution with intentional bugs and
ask students to identify edge cases to catch these bugs or misconceptions.

6.2.2 Peer assessment beyond introductory programming. Adopting PuzzleMe’s approach beyond
introductory programming might require further design exploration regarding aspects such as
assessment format or content presentation. Prior work has explored ways to improve peer assess-
ment quality in open-ended tasks, such as providing comparisons [7], framing task goals carefully
[31], and using expert rubrics [67]. Future work could explore the use case of live peer testing and
live peer code review in open-ended assessment on programming-related topics (e.g., providing
feedback for system architectural design, code review). Content-wise, P3 from Study 3 suggested a
“top down camera view” for in-circuit live peer testing. Prior work also introduced a representation
of Graphical User Interface (GUI) test cases that is more readable than a standard textual log [11].
Future work could explore the appropriate design for exercises that require more than a text
exchange between peers [5].

6.2.3 Towards matching peers intelligently. PuzzleMe leverages the correctness of students’ code
for peer matching, but future work could use different criteria. For example, one could extract code
fixes from students who have achieved the correct solution after multiple attempts and apply them
to students who have incorrect solutions [30], capturing conceptual pathways through the problem
space. One could also connect students who make similar mistakes, where one has resolved the
problem and others have not, ensuring the help giver has experience in addressing their peers’ issues.
The matching criteria may also depend on the deployment context. For instance, in Massive Open
Online Courses (MOOCs), creating culturally diverse groups of learners may provide additional
learning opportunities—students may be able to not only learn a given programming concept but
gain intercultural competencies while doing so.

6.3 Limitations
The design of PuzzleMe was tailored for introductory programming courses, and the design of the
live peer testing component was focused on simple programs made up of a pair of given conditions
and expected outputs. Advanced testing techniques like exceptions, callbacks, and dynamic tests
are not implemented in the current system but may represent additional opportunities for learner
collaborations. PuzzleMe’s current design cannot be used directly for non-text-based programming
and testing, like UI testing or Printed Circuit Board (PCB) testing. In addition, our evaluation was
done on a small scale with fewer than 50 subjects. Future work should explore the effectiveness of
peer assessment mechanisms in larger classrooms or MOOCs.

7 CONCLUSION
This paper presents PuzzleMe, an in-class programming exercise tool for providing high-quality
peer feedback at scale. PuzzleMe achieves this by two peer assessment mechanisms: live peer
testing, which allows students to identify and share test cases for assessing the robustness of
programming work, and live peer code review, which groups students intelligently to improve code
understanding. Our evaluation study demonstrates the usefulness of PuzzleMe in helping students
identify cavities in their code and explore alternative solutions, and in reducing the teaching load
for instructors. PuzzleMe opens up possibilities for HCI and CSCW researchers to further study
learnersourced test creation and test-driven learning in introductory programming courses.
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