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Abstract
Web automation—the process of simulating user interactions with
websites—has gained significant attention due to advances in Ar-
tificial Intelligence and increased digitization of services. While
web automation offers potential benefits by streamlining tasks and
addressing accessibility barriers, it also introduces unique chal-
lenges due to the complexities of automating interactions with
interfaces designed for humans. Beyond technical advancements,
addressing these challenges requires meeting human-centric needs
and concerns surrounding web automation. In this paper, we ex-
plore critical questions about users’ web automation needs and
preferences through a series of interviews with a diverse group of
participants, including individuals across various age ranges and
users with visual impairments. Our findings offer insights on how
users weigh concerns such as privacy, error rates, efficiency, and
usefulness in deciding what level of automation might be appropri-
ate for a given task. We highlight critical areas for improvement in
automation tools and design principles for future systems.

1 Introduction
Advances in Artificial Intelligence (AI) and the increasing digiti-
zation of services have led to a growing interest in web automa-
tion—the process of automating tasks on websites that are typically
performed by users, by simulating user events such as mouse clicks
and key presses. Web automation can streamline repetitive tasks,
improve efficiency, help users overcome accessibility issues (from
permanent, temporary, or situational disabilities), and more [33, 47].
Web automation is inherently more difficult and error-prone than
other forms of software automation (such as code that references
external APIs) because it interacts with User Interface (UI) ele-
ments designed to be used by humans. These UI elements may not
have consistent identifiers or may rely on visual cues that humans
can easily interpret, but require automated scripts to accurately
recognize and interact with [29].

Web automation has been the subject of much prior work, in-
cluding both academic [11, 14, 15, 30, 33, 65] and commercial sys-
tems [4, 40, 42, 43, 48, 56]. The advent of Large Multi-Modal Models
(LMMs) has made UI automation increasingly viable. Still, there is
much work to be done in the space of web automation; existing
tools suffer from limited scope and high error rates. Much prior
work has focused on improving the accuracy and efficiency of
web automation tools. However, as we will describe, prior work
has largely focused on technical aspects such as improving au-
tomation accuracy and interaction efficiency—often overlooking
nuanced human-centric needs, such as task-specific preferences,
control, trust, and accessibility challenges. The success of future
web automation tools will depend upon their ability to meet users’

needs and integrate with their workflows. Thus, it is crucial for
researchers and practitioners working on web automation tools to
understand these human-centric challenges.

In this paper, we seek to provide insights to key questions about
human-centric needs in web automation:

• RQ1:What kinds of tasks would users want to automate?
• RQ2: What factors influence users’ preferred level of au-
tomation (i.e., how much agency the automation can take)
and interaction mode?

• RQ3:What key concerns (e.g., error rates, privacy, efficiency)
shape users’ willingness to automate different tasks?

• RQ4:What specific concerns (e.g., errors, privacy, efficiency)
influence user expectations for future automation tools, and
what design directions might address them?

• RQ5: How do user backgrounds—including technical famil-
iarity and accessibility needs—shape preferences and require-
ments for automation tools?

It is important for researchers and practitioners to understand the
answers to human-centric questions to create realistic datasets and
design tools that meet users’ needs. To answer these questions, we
conducted a series of interviews with potential end-users about
the types of tasks they would want to automate. Our participants
spanned a wide range of ages and technological skill levels. The
participant pool also included Blind/Visually Impaired (BVI) users
who interact with the web through Accessibility Technologies (ATs),
providing valuable insights into the accessibility challenges and
opportunities in web automation. This paper contributes:

• A thorough analysis of users’ needs and preferences for web
automation across a diverse set of 24 users.

• Insights into the factors that influence users’ willingness to
automate web-based tasks, including task complexity, pri-
vacy concerns, and users’ backgrounds.

• Recommendations for designing web automation tools that
address the human-centric challenges.

2 Related Work
2.1 Human-AI Interaction
While AI research focuses on model accuracy, Human-Centered AI
(HCAI) emphasizes understanding human agency and values [10].
As AI systems become more autonomous, research must examine
how they affect human interaction and behavior [3, 62].

2.1.1 Challenges of Human-AI Interaction. Modern AI systems pos-
sess capabilities including sensing (pattern recognition), reason-
ing (decision-making and inference), autonomous operation, and
adaptation through machine learning [20, 45, 50, 61]. While these
capabilities enable more sophisticated automation, they can also
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mask errors. This reduced predictability increases the risk of over-
reliance on automation. Users may not fully understand the AI’s
decision-making process or recognize when they need to intervene.

AI systems introduce unique challenges due to their inherent un-
certainty and complexity [62]. Unlike deterministic non-AI systems,
AI outcomes can be unpredictable due to probabilistic machine
learning models [61]. The integration of AI into people’s daily lives
raise a number of socio-technical concerns. These socio-technical
challenges in HCAI not only come from the construction of models
and systems themselves [18] but also from the role of AI in user-
centered applications [7]. Therefore, it is worth scoping down the
challenges in HCAI and studying the specific user challenges of
applying AI in UI automation.

2.1.2 Human-centered Design. The neglect of human needs and
values underlies many socio-technical challenges in AI systems
[18]. Rather than rejecting AI due to uncertainty, designers should
focus on leveraging its capabilities while minimizing unintended
consequences. Two key principles guide effective human-centered
AI design. First, AI interfaces must facilitate clear communication,
combining intuitive visual design with natural language explana-
tions matched to user expertise. This enables users to better under-
stand, predict, and control AI behavior, fostering trust and effective
interaction [52]. Second, continuous user feedback mechanisms
are essential for understanding real-world performance and align-
ing systems with human values and ethical standards [31]. While
research has explored AI applications across disciplines like health-
care, economics, and law [7], significant gaps remain in addressing
user needs within human-AI interaction systems. Recent research
in prototyping AI systems [26, 54, 55] demonstrates the importance
of engaging diverse stakeholders early to ensure systems align with
real user needs. This is particularly relevant for UI automation,
where understanding user needs is crucial for creating systems that
adapt effectively to user behaviors and preferences.

2.2 UI automation
User Interface (UI) automation enables software scripts to automate
tedious UI-related tasks like form-filling and data collection. How-
ever, implementing such scripts requires programming expertise
and significant time investment to understand web structures [29].

2.2.1 Programming ByDemonstration. The programming by demon-
stration(PBD) approach is well-studied to lower the barrier of cre-
ating web automation programs for non-experts [11, 33, 34, 36, 63].
Given a sequence of user demonstrations on a website, PBD systems
could generate synthesized programs to repeat the same actions
and apply them to similar elements on the website. However, the
visual formats of the results programs (low-level programs or visual
representations) from these systems still require familiarity with
programming to understand them, which also makes it difficult for
users to edit the program when errors occur. Then systems like
SemanticOn [46], WebRobot [15], MIWA [13], and DiLogics [47]
adopted more advanced program synthesis technique that allows
users to continuously provide more demonstrations to rewrite the
synthesized program. Also, natural language descriptions and visual
highlighting are provided to help users understand the generated
automation program [13, 30].

2.2.2 Natural Language for Automation. Another line of work ex-
plores natural language as an interface for task automation, aiming
to reduce user burden through conversational or prompt-based
interactions. Besides asking users to directly perform demonstra-
tions on the user interface, some PBD systems such as Sugilite [34],
Appinite [35], and ParamMacros [30] have also explored ways that
allow users to interact with the systems with natural language in-
structions. However, these systems lack flexibility in understanding
varied linguistic expressions and require user demonstrations for
unseen websites.

Recently, there has been a surge in the development and appli-
cation of LLMs. LLMs are trained on a large corpus of data and
include billions of parameters, enabling the models to capture in-
tricate linguistic relationships in the text and lead to unparalleled
performance across broad NLP tasks. A remarkable feature of LLMs
is few-shot or zero-shot learning [28]. LLMs can handle unseen
tasks with very few or zero targeted examples. Additionally, models
like GPT-3 [17] have shown abilities in in-context learning, which
enables them to adapt to new tasks using only the context provided
in the prompt, without the need for direct training.

Without user demonstrations, recent works leverage LLMs to
connect UI and natural language. Widget Captioning [37] and
Screen Recognition [64] generate semantic labels for UI compo-
nents, while Mind2Web [14] introduces a framework for generalist
UI agents. Studies show LLMs perform well on mobile UI tasks
[58, 59], but web UI presents unique challenges due to its dynamic
nature [22, 24]. Current LLM-basedweb automation tools like Adept
AI and Taxy AI [1, 2] face efficiency concerns. More recent tools
like Operator [42] are understudied but still have high error rates.

2.2.3 Multimedia Interaction. Modern UI automation systems have
expanded beyond natural language commands to incorporate multi-
media interactions. Systems like Pix2Struct [32] process pixel-based
inputs to parse web screenshots into HTML, while WebGUM [19]
combines pre-trained vision and language models to enhance web
navigation capabilities. Building on these approaches, PIX2ACT
[51] effectively translates pixel-based inputs into browser actions,
showing particular success on platforms like MiniWob++ and Web-
Shop. More recently, SeeAct [65] demonstrates the potential of
using GPT-4V for visual understanding in web agents, though chal-
lenges persist in converting model-generated plans into concrete
web interactions.

2.2.4 Benchmarking Environments. Recent works including OS-
World [60], WebArena [66], AndroidWorld [49], and Windows
Agent Arena [8] have developed environments for evaluating AI
agents on real-world applications. These benchmarks, such as OS-
World’s 369 computer tasks and WebArena’s web interactions, pro-
vide realistic testing environments. These benchmarks focus primar-
ily on technical metrics while overlooking human-centric aspects
like privacy and user communication. Our study aims to address
this gap by examining how automation technologies align with
actual user needs. Prior LLM-based and multimodal works have
focused on model development and simulated testing, leaving a
gap in understanding real-world user needs. Research is needed to
examine how these automation technologies align with actual user
requirements and concerns.
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3 Interpretive Study
We conducted semi-structured interviews with 24 participants from
diverse backgrounds (Table 1). We focused on hypothesized scenar-
ios rather than deployment studies for two reasons: current systems’
high error rates (top models like GPT-4V and Gemini-Pro-Vision
achieve ≤ 20% success on benchmark tasks [8, 60, 66]), and our
desire to explore future possibilities beyond current technological
constraints [16, 39].

3.1 Participants and Recruitment
We recruited participants through mailing lists and social media,
using surveys to ensure demographic diversity. Following prior
work advocating for diverse perspectives in HCI research [9, 38],
our participants included 12 people aged 55+, 13 from the US, 10
from China, one from the UK, with an even split between technical
and non-technical backgrounds (see Table 1). Participants were
compensated up to $30 USD for completing the study, which took
approximately 90 minutes. Eight studies were conducted in-person
and 16 were conducted remotely. Our study protocol was approved
by our Institutional Review Board (IRB).

ID Age Occupation AT ID Age Occupation AT

P1 35–55 Retired N P13 >55 Lecturer N
P2 >55 Engineer N P14 18–24 Student N
P3 18–24 Student N P15 >55 Teacher N
P4 18–24 Student N P16 >55 Nurse N
P5 18–24 Student N P17 >55 Instructor N
P6 25–34 Student N P18 >55 Not employed Y
P7 18–24 Student N P19 >55 Receptionist Y
P8 18–24 Student N P20 >55 Data analyst N
P9 35–50 Info. Architect N P21 >55 Dir. Social Services Y
P10 >55 Investment N P22 35–50 Not employed Y
P11 18–24 Not employed N P23 >55 Non-profit Org. Y
P12 18–24 Student N P24 >55 Homemaker Y

Table 1: Demographics of Participants. Note that “AT” stands
for “Assistive Technology”—in our case, these were screen
readers for Blind and Low-Vision (BLV) participants

3.2 Study Protocol
Figure 1 diagrams the different stages of our study, as we explain
in the following sub-sections:

3.2.1 Automation and Study Overview. To ensure participants un-
derstood what “web automation” entails, we started each study by
defining web automation and presenting five illustrated examples
of different forms of automation tools (Figure 1B and supplemental
materials).

3.2.2 Task Collection (RQ1) . We then asked participants to pro-
pose 5–10 examples of web tasks that they do in their personal or
professional contexts (Figure 1C). This resulted in 150 user-defined
tasks in total, unique to each participant.

3.2.3 Per-TaskQuestions. We then asked participants a series of
questions for each of the 5–10 tasks they proposed and for six
additional “predefined” tasks (listed in Table 2 in Appendix A),
which allowed us to compare responses to predefined tasks.

• Preferences for Interaction (RQ2): For each task, we
started by asking how they would interact with automa-
tion tools for this task, such as browser extensions or AI
assistants, for each of these tasks. Participants also explain
the benefits (efficiency, accuracy) and tradeoffs (control, in-
volvement). (Figure 1.D.1)

• Degree of Automation (RQ2): Participants then discussed
their preferred level of automation for the current task (Fig-
ure 1.D.2). The discussion is framed around a six-level au-
tomation scale from non-automation to full automation. The
six-level automation scale builds on prior automation tax-
onomies [25, 41, 44, 57] and is grounded in the context of
web automation. Our scale emphasizes user control and feed-
back, tailoring these theoretical frameworks to the context
of web-based tasks (Table 4 in Appendix B).

• Concern Evaluation (RQ3, RQ4): We assessed partici-
pants’ concerns for each task regarding the use of such au-
tomation systems (Figure 1.D.3). We asked participants to
individually rate their concerns regarding error rates, pri-
vacy, efficiency, and usefulness for each task on a 5-point
scale. We also discussed with users the potential changes
that can be made to mitigate their concerns (RQ4).

• Usage Frequency (RQ3):We also asked participants how
frequently they anticipate using automation for each task
to better understand potential longer-term usage patterns
(Figure 1.D.4).

3.2.4 Follow-Up “Take-Home” Survey. Use cases for web automa-
tion might come to mind spontaneously as situations arise, rather
than over the course of a short interview. Thus, we gave every
participant a “take-home” survey and prompted them to propose
additional tasks over the course of one month after they completed
their interviews. Participants were compensated $2 USD per task
submitted (with up to three use cases per day).

3.3 Data Analysis
Weemployedmixed-methods analysis of transcribed and anonymized
interviews. For qualitative analysis, we conducted thematic analysis
[5, 6] using an inductive approach [53]. Two researchers iteratively
developed and refined a coding scheme until achieving strong inter-
rater reliability (Fleiss’s Kappa, 𝜅 = 0.84). Quantitatively, we used
descriptive statistics to analyze preferences and categorized tasks
by characteristics like decision-making, sensitivity, and commu-
nication (see Appendix C). Two authors independently labeled
tasks, achieving Kappa scores above 0.8 for all categories before
reaching final consensus. We then analyzed correlations between
task characteristics, user concerns, automation preferences, and
demographics. We integrated qualitative themes and quantitative
findings to identify patterns and enhance our interpretation of the
interview data.

4 Results and Findings
4.1 Data Overview
We analyzed participants’ responses for 312 tasks—150 user-defined
tasks (from 5–10 proposed by each participant), 143 pre-defined
tasks (same for each participant), and 19 tasks from the “take-home”
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Figure 1: Users first went through a screening survey (A) to collect demographic and technical background information. During
the interview, participants were introduced to the web automation concepts and demonstrations through an overview session
(B). Users were asked to propose 5–10 examples of web tasks they commonly perform (C). Then they evaluated each of these
tasks and six predefined tasks through discussions of interaction, preferred automation levels, concerns, and usage frequency
(D). This evaluation process was repeated for all scenarios (E). Participants then answered follow-up questions to explore
additional use cases or concerns (F). After the interview, they completed a continuous survey over the next month to log
additional tasks incrementally (G).

survey. Each participant on average proposed 7 tasks from individ-
ual experience and browsing history. Figure 2 presents the distribu-
tion of user-defined tasks across categories.

Participants rated their preferred level of automation for both
the tasks they proposed and the examples we provided. Semi-
automation was most preferred (48.39%), followed by full automa-
tion (32.05%) and no automation (15.71%). On a 5-point scale, partici-
pants expressed moderate concerns about error rates (2.24), privacy
(2.04), efficiency (1.89), and usefulness (1.75), with errors being the
primary concern. Figure 3 details the automation preferences and
concerns across predefined and user-defined tasks. In what follows,
we explore participants’ openness to automation, their varying
preferences, and specific needs.
4.2 All Participants were Open to Automation

but Preferences for Degree of Automation
Depended on the Task, not the Users

Our results indicate that users are open to some degree of automa-
tion. However, the degree of automation preferred varies by task
based on perceived advantages and disadvantages.

Time-saving emerged as the primary benefit, mentioned 81 times.
Participants mentioned that automation should be faster than man-
ual processes, particularly by reducing repetitive efforts such as
refreshing and re-entering the same information. Accuracy was
another recurring theme, with many trusting AI to fill out fixed
details like addresses or account IDs more reliably than they could
themselves. For example, P19, a BVI participant, shared, "In the past,
I might hit the wrong address. With AI, I’d want to input the correct
address using voice." Users also expected personalized and contextu-
alized results. P7, in a shopping context, remarked, "The tool might
suggest new choices I wasn’t aware of, which could better meet my
current needs." The potential disadvantages align with participants’
concerns, discussed in subsequent sections.

4.2.1 Automation preferences vary by task characteristics. Tasks
with subjective decision-making showed significantly higher au-
tomation scores (𝑀 = 3.61, 𝑆𝐷 = 1.91) compared to tasks with
some subjective decisions (𝑀 = 2.75, 𝑆𝐷 = 1.73; 𝐻 (2) = 11.73,
𝑝 = .003). While participants were open to gathering more in-
formation and suggestions from AI, they preferred to make final

decisions by themselves. For example, P2, while considering a
mountain bike purchase, requested “pros and cons mentioned in the
reviews” yet wanted to “confirm the final purchase”. Similarly, P5, us-
ing the automation tool for job applications, asked it to “fill out the
application form automatically” but insisted on “final confirmation”
before submitting. Participants valued comprehensive and tailored
information while retaining ultimate control.

People would like to automate simple and repetitive tasks. To
understand the complexity of the tasks, we labeled rounds of inter-
action for each task to indicate the steps involved in automating the
task with AI. Tasks with one round of interaction showed signifi-
cantly lower automation scores (𝑀 = 1.96, 𝑆𝐷 = 1.21) compared to
tasks with multiple rounds (𝑀 = 2.83, 𝑆𝐷 = 1.53), indicating a pref-
erence for more automation in simpler tasks (𝑈 = 4475, 𝑝 < .001).
A Kruskal-Wallis test revealed a significant effect of task repetition
pattern on automation preference (𝐻 (2) = 10.44, 𝑝 = .005). Post-
hoc Mann-Whitney U tests (𝑈 = 9192.5, 𝑝 = .001) showed that
tasks repeated at fixed intervals (𝑀 = 2.49, 𝑆𝐷 = 1.76) were pre-
ferred to be more automated compared to tasks with unpredictable
intervals (𝑀 = 3.30, 𝑆𝐷 = 1.88). As P9 explained: "[The tool could]
duplicate my previous weekly timesheet automatically based on my
previous weekly timesheet then ready for submit, which would help
the project manager get it earlier since I tend to procrastinate when
doing it manually."

4.3 Errors are the Largest Concern
Error concerns emerge as the most significant issue in web automa-
tion tools (𝑀 = 2.24, 𝑆𝐷 = 1.47), manifesting in three main aspects:
impact severity, domain-specific concerns, and trust issues. Regard-
ing impact severity, participants were particularly concerned about
irreversible consequences. P7 worried that "I might not be able to
recover from wrong information," while P1 emphasized that "if any-
thing goes wrong, it will affect my finances or miss the perfect time."
Domain-specific concerns varied by context, with P6 highlighting
"AI accuracy issues in getting a tutorial" for educational content, and
P9 expressing worry about "incorrect data exchange with the state
agency" for financial tasks. Trust and confidence issues centered
around AI’s limitations and reliability. P12 directly stated "I don’t
have much trust in AI tools like ChatGPT," while P1 worried about
"AI’s data sources may be inaccurate." P20 noted that "the tool may
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Figure 2: Distribution of 150 user-defined tasks across categories such as subjectivity, repetition pattern, and sensitivity level.
These categories were used in our mixed-method analysis to examine how task characteristics relate to automation preferences
and user concerns. See Table 5 for more detail on the categories listed.

Figure 3: Distribution of preferred automation levels and reported concerns (error, privacy, efficiency, usefulness) for both
predefined and user-defined tasks. See Table 2 for details of the ’Example’ tasks.

not work very well if I don’t provide my personal information in de-
tails," highlighting concerns about AI’s ability to function reliably
without complete information.

4.3.1 People have higher error concerns in professional tasks com-
pared to personal tasks. Professional tasks, such as searching for
learning tutorials, generating code, and filling out job applications,
often carry higher stakes and potential consequences. Participants
described these tasks as "critical to success" (P5) and "important
because errors in them could result in tangible negative outcomes"
(P7) because they can directly impact their career development or

job prospects. For instance, P4 elaborated that they "do not want to
be misguided," as errors in these tasks could lead to misinformation,
lost opportunities, or even job rejections. In contrast, personal tasks
are perceived as having fewer immediate consequences, which ex-
plains the lower error concerns. This disparity highlights the need
for more reliable and accurate AI systems when supporting profes-
sional activities, where users expect precision and trustworthiness.

4.4 Personal data raises privacy concerns
Many participants expressed concerns about sharing personal iden-
tifiable information and corporate data through third-party tools.
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These concerns are particularly salient in web contexts, where
users routinely interact with sensitive platforms (e.g., healthcare
portals, government sites) and may be reluctant to authorize third-
party automators—even when AI assistance would be beneficial.
We classified data sensitivity into four levels: level 0 (no sensitive
data), level 1 (mild sensitivity like user behavior), level 2 (moderate
sensitivity like login credentials), and level 3 (high sensitivity like
financial details). A Kruskal-Wallis test showed privacy concerns
increase with data sensitivity (𝐻 (3) = 12.47, 𝑝 = .006), with a
moderate positive correlation (𝑟𝑠 = .37, p < .001).

Users were less concerned about low-sensitivity data already
accessible on existing platforms. P20 noted about social media:
"any random person could access my social media profile." However,
for sensitive data, participants preferred trusted institutions over
third-party tools. P6 emphasized: "Uploading corporate data to third-
party AI tools might lead to privacy issues that could jeopardize both
the company’s interests and my job," while P5 explained: "If the
tool is developed by the bank itself, I would trust it... However, if the
tool comes from a third party, I worry about privacy." Survey results
indicate users are somewhat willing to trade privacy for automation
functionality (M = 3.46 on a 7-point scale).

4.5 Specific needs from Elderly/BVI individuals
Elderly individuals and those with visual impairments often face
challenges when interacting with AI-assisted technologies [12, 21,
23]. Our study revealed distinct patterns in their automation pref-
erences and needs.

4.5.1 Elderly/BVI individuals prefer more automation. Elderly/BVI
users showed stronger preference for automation (M = 2.65, SD =
1.797) compared to others (M = 3.21, SD = 1.892; Mann-Whitney
𝑈 = 9245.0, 𝑝 = .007). While these users expressed limited tech-
nical understanding (P19: "I don’t understand too much about how
AI works"), they prioritized practical usability over technical con-
cerns. P18 highlighted functional accessibility issues: "some of the
software...doesn’t always perform as what it says," while P22 empha-
sized that their main concern was "do I get the things I want, the
right information I need to hear?" These findings suggest the need
for automation tools that prioritize straightforward usability and
practical functionality.

4.5.2 Elderly adults prefer voice interactions. Prior research shows
elderly users prefer voice assistants [27], which our study confirmed.
Participants found typing challenging (P1) and preferred voice
interaction for its convenience and naturalness. P24 noted: "it would
save me a lot of time, and it would basically be an easier way of doing
things more than manually." Voice interaction also proved useful
for situational accessibility needs, as P9 explained: "I would ask a
smart speaker to do this while I was doing the dishes or commuting
through voice."

4.5.3 BVI individuals need extra assistance in extracting useful infor-
mation from theWeb. BVI participants face challenges with complex
web interfaces and screen readers. P18 noted: "Pick out the simplest
pieces of information on the webpage, because when you’re using a
speech system, it’s sometimes difficult to find what you actually need."
P23 highlighted screen reader limitations: "Current screen readers
read every word on the page, including ads. When a website refreshes

dynamically, the screen reader re-reads the ads." P21 wanted better
image recognition: "capture scenes in more detail, without needing
assistance from a real person," while P24 suggested reducing user
input through active detection and feedback.

5 Discussion and Implications
Our findings highlight user needs that go beyond accuracy or ef-
ficiency. Participants want automation tools that align with their
values—control, transparency, and adaptability—and fit naturally
into their workflows. These needs are not well represented in cur-
rent automation benchmarks, which assume that automation should
aim for full autonomy.

5.1 Flexible Automation Design: From User
Needs to Benchmarks

Previous systems focused mainly on information scraping, while
our participants sought to automate diverse tasks from scheduling
to decision-making. Our study revealed users prefer partial over full
automation, especially for tasks involving subjective decisions or
interpersonal communication. This contrasts with current bench-
marks [8, 14, 49, 60, 66] which assume full automation environ-
ments, indicating a need to redesign both systems and evaluation
frameworks.

We propose three improvements: (1) Flexible interaction modes
allowing users to choose between full automation and guided assis-
tance, (2) Benchmarks that evaluate human-AI collaboration points
rather than just next actions, and (3) Expanded benchmark coverage,
particularly for tasks involving sensitive personal data.

5.2 Mitigating Privacy and Error Concerns
For errors, participants emphasized robust detection mechanisms
and easy correction tools, especially for high-stakes tasks. Privacy
concerns focused on data handling with third-party services. Users
want transparency in data usage and storage, particularly for sen-
sitive information. Future systems should include error recovery
mechanisms and clear privacy controls, while prioritizing partner-
ships with trusted institutions.

5.3 Inclusive Design for Elderly and BVI users
For elderly users, automation interfaces should prioritize voice
interaction, with natural language processing for conversational
commands and verbal responses. For BVI users, tools need improved
screen reader integration that intelligently filters and prioritizes
task-relevant content while handling dynamic web elements ef-
fectively. The system should reduce cognitive load from auxiliary
content and provide customizable content summarization, mak-
ing web automation more accessible for both user groups’ distinct
needs.

6 Conclusion
Through interviews with 24 diverse participants, we examined
human-centric needs and preferences in AI-assisted web automa-
tion systems. This paper contributed empirical evidence for de-
signing user-centric web automation systems that balance control,
error handling, privacy, and accessibility needs across diverse user
groups.
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A Predefined Tasks
We provided six predefined tasks for the users listed in Table 2. We
map the predefined tasks to categories from Table 3, indicating that
predefined tasks cover a broad range of real-world conditions.

B Contextualize Automation Level in Web
We use Table 4 to contextualize six web automation levels in user
control and feedback.

C Categorization of User Preferences and
Interactions

We use Table 5 to detail the categorization of user preferences and
interactions.
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Example Task Description
1 (APT) Schedule an appointment for a car knowledge test at the nearest DMV, requiring your name.
2 (PRICE) Compare features, prices, and user ratings of smart home devices across brands and online stores.
3 (NEWS) Summarize today’s news on the New York Times.
4 (RENT) Pay rent monthly with your credit card, requiring banking information.
5 (PROP) Upload a business proposal for a new AI startup to an AI tool for refinement, risking proprietary information

exposure.
6 (MKT) Use an AI tool to generate a report on market trends by the end of the day, with limited time for verification.

Table 2: Predefined Tasks

Task Decision-Making Reactive/Proactive Repetition Sensitivity Context

APT Medium Reactive One-time Somewhat Personal
PRICE High Reactive Non-predictable Mild Personal
NEWS Medium Reactive Predictable Mild Personal
RENT Low Proactive Predictable High Personal
PROP High Reactive Non-predictable Somewhat Professional
MKT Medium Reactive Non-predictable High Professional

Table 3: Mapping Tasks to Categories from Table 5

Automation Level Description User Control Feedback Mechanism
Level 1: Fully Automated (No
Feedback)

System completes tasks independently without user
input or feedback once initiated.

None None

Level 2: AI Decides When to
Continue/Stop

AI autonomously evaluates and decides to proceed or
stop based on pre-set parameters.

Minimal Limited, only final results
shared with users

Level 3: Step-by-Step
Automation

Task advances in steps; user can optionally provide
feedback at each step.

Moderate Optional user feedback at
each stage

Level 4: Mandatory
Step-by-Step Feedback

User confirmation required at each step; automation
only proceeds with explicit approval.

High Mandatory feedback at
each step

Level 5: Multiple Options at
Each Step

Automation offers choices at each step; user selects
preferred option to continue.

Very High User-driven choice selec-
tion at every step

Level 6: Non-Automation User performs all tasks manually without automation
assistance.

Full None

Table 4: Contextualizing the Six Levels of Web Automation in User Control and Feedback
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Category Description User Examples

Subjectivity No subjective decisions involved Pay my bills online using different portals (P3)
Subjective decisions involved Search and watch coding tutorials on Youtube (P6)
Completely dependent on subjectivity Content generation for blog posts (P17)

Reactive or Proactive Reactive—The user instructs the AI Search figures(person) and check bibliography (P10)
Proactive—The AI notifies user Receive notifications for upcoming deadlines (P12)
Mix — The user wants both interactions Receive notifications for refilling prescriptions and help

me refill the prescription after my confirmation. (P9)

Repetition Would only need to run one time Look for a cooking recipe (P2)
Runs repeatedly but not predictable Check social media updates (P5)
Runs at a predictable interval Pay online bills monthly (P11)

Sensitive Info Level No sensitive information Search for technical materials, such as papers (P2)
Mildly sensitive information Get personalized shopping recommendations (P1)
Some sensitive information Save login information for e-commerce websites (P10)
Somewhat sensitive information Store credit card details for quick transactions (P13)

Communication No communication with other people Self-study with specific topics(such as NLP) (P4)
Involves communication with strangers Participate in an anonymous online survey (P15)
communicating with acquaintances Collaborate on Google Docs with team members (P12)

Professional Level Professional Searching for online resources for class notes (P13)
Personal Plan a family vacation itinerary (P20)
Mix Check emails and organize a shared calendar for work

and personal appointments (P7)
Table 5: Categorization of User Preferences and Interactions
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